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ПРЕДИСЛОВИЕ


Методические указания для студентов по выполнению практических занятий  адресованы  студентам очной формы обучения.


Методические указания созданы в помощь для работы на занятиях, подготовки к практическим занятиям, правильного составления отчетов.


Приступая к выполнению практической работы, необходимо внимательно прочитать цель работы, ознакомиться с требованиями к уровню подготовки в соответствии с федеральными государственными стандартами (ФГОС), краткими теоретическими сведениями, выполнить задания работы, ответить на контрольные вопросы для закрепления теоретического материала и сделать выводы. 


Отчет по практической работе необходимо выполнить и сдать в срок, установленный преподавателем. 

Наличие положительной оценки по практическим работам необходимо для допуска к экзамену, поэтому в случае отсутствия студента на уроке по любой причине или получения неудовлетворительной оценки за практическую работу необходимо найти время для ее выполнения или пересдачи.

Правила выполнения практических работ


1. Студент должен прийти на практическое занятие подготовленным к выполнению практической работы.


2. После проведения практической работы студент должен представить отчет о проделанной работе.


3. Отчет о проделанной работе следует выполнять в журнале практических работ на листах формата А4 с одной стороны листа.

Оценку по практической работе студент получает, если:

- студентом работа выполнена в полном объеме;

- студент может пояснить выполнение любого этапа работы;

- отчет выполнен в соответствии с требованиями к выполнению работы;

- студент отвечает на контрольные вопросы на удовлетворительную оценку и выше.


Зачет по выполнению практических работ студент получает при условии выполнения всех предусмотренных программой практических работ после сдачи журнала с отчетами по работам и оценкам.

Внимание! Если в процессе подготовки к практическим работам или при решении задач возникают вопросы, разрешить которые самостоятельно не удается, необходимо обратиться к преподавателю для получения разъяснений или указаний в дни проведения дополнительных занятий. 

Обеспеченность занятия: 

1. Учебно-методическая литература:
-Дискретная математика : учебник / А.И. Гусева, В.С. Киреев, А.Н. Тихомирова. — М.: КУРС: ИНФРА-М, 2017. — 208 с. — (Среднее профессиональное образование).
-СпиринаМ.С., СпиринП.А.  Дискретная математика: учебник для студ. учреждений сред. проф. образования / М.C.Спирина, П.А.Спирин.- 11-е изд., стер. – М. : Издательский центр «Академия», 2015. – 368 с.

2.  Интернет ресурсы:
- ИНТУИТ. Национальный открытый университет. Проект Издательства «Открытые Системы». [Электронный ресурс]- режим доступа: http://www.intuit.ru (2003-2017)
- Электронно-библиотечная система [Электронный ресурс] – режим доступа: http://znanium.com/ (2017).

3. Технические средства обучения:

 - микрокалькуляторы

4. Рабочая тетрадь 

Порядок выполнения отчета по практической работе

1. Ознакомиться с теоретическим материалом по практической работе.

2. Выполнить предложенное задание согласно варианту по списку 

группы.

3. Продемонстрировать результаты выполнения предложенных заданий 

преподавателю.

4. Составить по практической работе отчет.

5. Ответить на контрольные вопросы.

Практическая работа № 1 
 «Законы логики. Упрощение формул логики с помощью равносильных преобразований. Основные классы функций. Теорема Поста»
Учебная цель: выработать навыки в составлении символической формы и таблиц истинности.

Образовательные результаты, заявленные во ФГОС третьего поколения:

Студент должен 
          уметь:

 - формулировать задачи логического характера и применять средства математической логики для их решения; 

- применять законы алгебры логики
знать: 

- основные понятия и приемы дискретной математики;

- логические операции, формулы логики, законы алгебры логики; 

- основные классы функций, полнота множества функций, теорема Поста.
Краткие теоретические и учебно-методические материалы по теме практической работы
Высказывание.

    Высказыванием называется повествовательное положение, о котором в данной ситуации можно сказать, что оно истинно или ложно. 

Пример:

«Снег красный» (ложно);

«17- простое число» (истинно).

    Если имеются несколько высказываний, то из них можно организовать различные новые высказывания, при этом исходные высказывания называются простыми, а вновь образованные сложными или составными.

    Составные высказывания получают из простых с помощью логических операций: отрицание, конъюнкция, дизъюнкция, импликация и эквиваленция.

    Отрицанием высказывания «х» называется высказывание не «х» (х), которое истинно когда «х» ложно и ложно когда «х» истинно.

    Конъюнкцией «х» и «у» называется высказывание «х∧у», которое истинно только в том случае, когда «х» и «у» оба истинны.  

    Дизъюнкцией двух высказываний «х∨у», называется высказывание, которое ложно, когда одно из них истинно.

    Импликацией двух высказываний  «х» и «у», называется «х→у» (из х следует у), которое ложно только тогда, когда «х» истинно, а «у» ложно.

    Эквивалентностью высказываний «х» и «у» называется высказывание «х↔у» (х равносильно у), которое истинно только тогда, когда они оба истинны или ложны.

Пример:

А: «Выполнил задание»

В: «Получил пять»

А⋀В    

«Выполнил задание и получил пять»;

А∨В    

«Выполнил задание или получил пять»;

А→В

1. «Выполнил задание, поэтому получил пять»; 

А↔В  

2. «Получишь пять, только если выполнишь задание».

        Обозначения логических операций:

¬ A  для "не А". 

A&B  для "А и В" 

	Замечание. Теперь всё чаще используют обозначение A^B,  будем им пользоваться и мы. Однако символ & был введён ранее родоначальником логики высказываний Джоном Булем. Это и понятно - Буль ведь был англичанином, а в английском обиходе союз  "и" пишется длинно ("and" ), и специальный символ & (амперсанд) издавна применялся для его сокращения в названиях компаний и фирм. Красивый символ, да писать трудновато!  Конструкция A^B со временем почти вытеснила старую. Уважение же к амперсанду сохранилось и привело к тому, что он стал логотипом всей математической логики в целом.


AVB  для "А или В"

A→B  для "если А, то В"

A~B для "А эквивалентно В"

     Присоединяя построенные высказывания к тем, которые уже имелись, мы и к ним можем применить повторно логические связки, получая ещё более сложные рассуждения, например:

(¬ A)VB

((A^B)→B)→С

и т.д. Заметим, что без скобок, означающих порядок применения связок, нам было бы трудно по символьной записи восстановить, какова же была цепь рассуждений.       Следовательно, скобки являются необходимыми для записи сложных высказываний. Они объясняют нам процесс построения произвольного сложного высказывания из более простых. Такие записи получили название формул логики высказываний. 

Высказывание "не А" обычно понимается так: если А истинно, то  "не А" - ложно, и наоборот, то есть всегда значение А противоположно значению "не А".   Изобразим описанную картину таблицей:
	A
	¬A

	1
	0


	0
	1


    Такая таблица называется таблицей истинности связки. Она отражает все ситуации влияния значений элементарной переменной на значение сложного высказывания.

Для связки " и" картина выглядит сложнее, так как она связывает два сведения воедино. В житейском смысле мы понимаем высказывание "На улице дует ветер и идёт дождь" как истинное в том и только в том случае, когда оба события "дует ветер" и "идёт дождь"  имеют место одновременно, в остальных случаях оно ложно. Такому пониманию соответствует принятая в ЛВ таблица истинности:

	A
	B
	A^B

	1
	1
	1

	1
	0
	0

	0
	1
	0

	0
	0
	0


    А сейчас построим таблицу истинности для логической связки "или"
	A
	B
	AVB

	1
	1
	1

	1
	0
	1

	0
	1
	1

	0
	0
	0


    Таблица логической связки "следования":
	A
	B
	A→B

	1
	1
	1

	1
	0
	0

	0
	1
	1

	0
	0
	1


    Наконец, приведём таблицу истинности для последней логической связки "А эквивалентно В". С этой связкой как раз всё легко и просто: по смыслу высказывания ясно, что оно выражает факт, что А и В одновременно принимают одинаковые значения:

	A
	B
	A~B

	1
	1
	1

	1
	0
	0

	0
	1
	0

	0
	0
	1


     
Примеры по выполнению практической работы

    Рассмотрим построение таблиц истинности для формулы.

  

Пример: 

Построим  таблицу истинности для формулы (¬ A)^(BVC).

В строящейся таблице появится столько столбцов, сколько частей имеет указанная формула, включая её самое и логические переменные. Их мы выписываем в порядке нарастания сложности (по количеству применённых связок):
	A
	B
	C
	¬A 
	BVC
	(¬A)^(BVC)

	1
	1
	1
	0
	1
	0

	1
	1
	0
	0
	1
	0

	1
	0
	1
	0
	1
	0

	1
	0
	0
	0
	0
	0

	0
	1
	1
	1
	1
	1

	0
	1
	0
	1
	1
	1

	0
	0
	1
	1
	1
	1

	0
	0
	0
	1
	0
	0


    Окончательная таблица истинности без вспомогательных столбцов примет вид: 

	A
	B
	C
	(¬A)^(BVC)

	1
	1
	1
	0

	1
	1
	0
	0

	1
	0
	1
	0

	1
	0
	0
	0

	0
	1
	1
	1

	0
	1
	0
	1

	0
	0
	1
	1

	0
	0
	0
	0


Задания для практического занятия:
Вариант 1

1.Для каждого из высказываний найдите символическую формулу и постройте таблицу истинности.

А: «Идет дождь»

В: «Возьму зонт»

С: «Пойду в магазин»

а) Если идет дождь, то я возьму зонт и пойду в магазин;

б) Если дождя нет, то не пойду в магазин;

в) Если я не взял зонт и не пошел в магазин, то идет дождь.

       2.  Постройте таблицы истинности для функций:

а)( x→y)∧(x→z)

б)( x∧y)↔(x∧z)↔x

Вариант 2

1.Для каждого из высказываний найдите символическую формулу и постройте таблицу истинности.

А: «Еду на природу»

В: «Солнечная погода»

С: «Беру палатку»

а) Если погода солнечная, то я беру палатку и еду на природу;

б) Если я не еду на природу, то погода плохая;

в) Я не еду на природу в том и только в том случае, когда плохая погода.

 2.  Постройте таблицы истинности для функций:

а)  (x∨y)↔z

б) (x→y)↔(x∨z)

  Вариант 3

1.Для каждого из высказываний найдите символическую формулу и постройте таблицу истинности.

А: «Собрал зачеты»

В: «Сдам экзамены»

С: «Мне подарили телефон»

а) Если я соберу зачеты и сдам экзамены, то мне подарят телефон;

б) Если я не соберу зачеты, то я не сдам экзамены;

в) Мне подарят телефон, только если я получу зачеты или сдам экзамены.

 2.  Постройте таблицы истинности для функций:

а) ( x↔y)→(z∧x)

б) (z→y)→((x∧z)∨x)
Вариант 4
1.Для каждого из высказываний найдите символическую формулу и постройте таблицу истинности.

А: «Полечу в зарубежье»

В: «Заработаю денег»

С: «Выучу английский»

а) Если я выучу английский, то полечу в зарубежье и заработаю денег;

б) Если я не заработаю денег, то не полечу в зарубежье;

в) Я полечу в зарубежье в том и только в том случае если выучу английский и заработаю денег.

 2.  Постройте таблицы истинности для функций:

а)  (z∧y)∨(z→x)

б) (z⋀y)↔((x∨y)→z)

Контрольные вопросы

1.Что такое высказывание?

      2.Какие бывают высказывания? Чем они отличаются?

      3.Какие вы знаете логические операции?
      4.Известно, что высказывание А→В ложно. Что можно сказать об истинности А и В?

      5.Приведите примеры высказываний с отрицанием и эквивалентностью.

Практическая работа № 2
 «Операции над множествами»

Учебная цель: выработать навыки в решении задач на множества, в построении диаграмм Эйлера – Венна.
Образовательные результаты, заявленные во ФГОС третьего поколения:
Студент должен 
          уметь:

- формулировать задачи логического характера и применять средства математической логики для их решения; 

- применять законы алгебры логики
знать: 
- основные понятия теории множеств, теоретико- множественные операции и их связь с логическими операциями
Краткие теоретические и учебно-методические материалы по теме практической работы 
     Одним из основных исходных понятий математики является понятие множества и его элементов. Основатель теории множеств Кантор дал такую трактовку: “Под множеством понимают объединение в одно общее объектов, хорошо различимых нашей интуицией или нашей мыслью".

     Понятие множества как и любое другое исходное понятие не имеет строгого математически точного описания. Можно дать следующее определение:

   Множество – это совокупность определенных различаемых объектов, причем таких, что для каждого можно установить, принадлежит этот объект данному множеству или нет.

      Как правило, элементы множества обозначаются маленькими буквами, а сами множества – большими. Принадлежность элемента m множеству M обозначается так: m ∈ M.

      Множества могут быть конечными, бесконечными и пустыми. Множество, содержащее конечное число элементов, называется конечным. Если множество не содержит ни одного элемента, то оно называется, пустым обозначается ∅. 

Например:

S – множество студентов группы – конечное множество; 

Z – множество звезд во Вселенной – бесконечное множество; 

L – множество углов окружности – пустое множество.

Множество A называют подмножеством множества B  (обозначается A ⊆ B),  если  всякий элемент множества A является элементом множества  B: 
 A  ⊆ B  ↔  a ∈ A → a ∈ B (рис. 1). [image: image2.jpg]


Рис.1

При  этом  говорят,  что  B  содержит  A, или B покрывает A. Невключение подмножества С  в множество B обозначается  так: С ⊄ В. 

Множества A и B равны (A = B) тогда и только тогда, когда A ⊆ B, и В ⊆ A, т. е. элементы множеств A и B совпадают.

Множество A называется собственным подмножеством множества B, если A ⊆ B, а В ⊄ A. Обозначается так: A ⊂ B. 

Например:

 B ={a, b, c, d, e, f }, A = {a, c, d}, A ⊂ B . 

Мощностью  конечного множества М  называется  число  его  элементов.

Обозначается | М |. 

Способы задания множеств

Множества  могут  быть  заданы  списком,  порождающей  процедурой, арифметическими операциями, описанием свойств элементов или графическим представлением. 

1.  Задание множеств списком предполагает перечисление элементов. 

Например, множество А  состоит  из  букв a, b, c, d: A  = {a, b, c, d} или множество  N  включает  цифры 0, 2, 3, 4:  N  = {0, 2, 3, 4}. 

  Пример: 

{0, 2, 3, 4} = {3, 4, 2, 0} = {4, 0, 2, 3} = ........ 

2.  Задание  множеств  порождающей  процедурой  или  арифметическими операциями означает описание характеристических свойств элементов множества: X= {x | H(x)}, т. е. множество X содержит такие элементы X, которые обладают свойством H(x). 

3. Задание множества описанием свойств элементов: например, М – это множество чисел, являющихся степенями двойки. 

4. Графическое задание множеств происходит  с помощью диаграмм Эйлера–Венна. Замкнутая линия–круг Эйлера – ограничивает множество, а рамка –  универсальное  пространство U (рис.2).  
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Рис.2

Заданы  два  множества: 

A={a, b, c} и B={b, d, e, f}. Если элементов множеств немного, то они могут 

на диаграмме указываться явно.

Операции над множествами

 Рассмотрим  такие  операции  над множествами,  как  объединение,  пересечение, разность, симметрическая разность и дополнение.

Объединением множеств А и В (А ∪ В) называется множество, состоящее  из  всех  тех  элементов,  которые  принадлежат  хотя  бы  одному  из множеств А или В. (рис. 3). 
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Рис.3
А 
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 В = {x| x ∈ A или x ∈ B}. 
Пересечением множеств А  и В (А  ∩  В)  называется  множество,  состоящее из элементов, входящих как в множество  А,  так  и  в  множество  В (рис. 4 )
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Рис.4
А ∩ В={x| x ∈ A и x ∈ B}.

Разностью множеств А и В (А\В) называется множество всех элементов множества А, которые не содержатся в В (рис. 5,а) А\В = {x | x ∈ A и x ∉ B};   B\A = {x | x ∈ B и x ∉ A} (рис. 5,б).
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Рис.5а[image: image8.jpg]


Рис.5б
Симметричная  разность  множеств  А и В, (А
[image: image9.wmf]Å

В):
Симметричная  разность  множеств  А и В находится по формулам:

 А
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В  = (А ∪ В)\(А ∩ В);  А
[image: image11.wmf]Å

В  = (А \  В) ∪ (B \ A). (Рис.6).
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Рис.6

Дополнением  (до  универсального  множества)  множества  А  называется  множество 

всех элементов, не принадлежащих А, но принадлежащих универсальному множеству (рис. 7).
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Рис.7

А = { x | x ∈A и x ∉ U}.

Приоритет  выполнения  операций: 

Cначала выполняются операции дополнения,  затем  пересечения  и  только  потом 

объединения  и  разности. Последовательность  выполнения  операций  может  быть изменена скобками.

Примеры по выполнению практической работы

  Пример 1.Даны два множества: A = {1, 2, 4, 6} и B = {0, 3, 4, 6}. Найдем множество  C = A  ∪ B.  

C = {0, 1, 2, 3, 4, 6}.
  Пример 2. Даны множества A = {1, 2, 4, 6} и B = {0, 3, 4, 6}. Найдем их пересечение: D = A ∩ B = {4, 6}.

   Пример 3. Даны два множества A = {1, 2, 4, 6} и B = {0, 3, 4, 6}. Найдем их разность. 

А\В = {1, 2}; B\A = {0, 3}.

   Пример 4. Даны множества A = {1, 2, 4, 6} и  B = {0, 3, 4, 6}. Найти симметрическую разность A и B.

А
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В  = (А ∪ В)\(А ∩ В) = {0, 1, 2, 3, 4, 6}\{4, 6} = {0, 1, 2, 3} 
Пример 5. Пусть универсальное множество U состоит из букв русского 

алфавита,  А –  множество  гласных  букв,  тогда 
[image: image15.wmf]A

  –  множество  согласных 

букв и букв ь и ъ.

Задания для практического занятия:
Вариант 1
1. Осуществить операции над множествами: 
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A = {1; 5; 6; 8};  B = {2; 5; 8};  U = {1; 2; 3; 4; 5; 6; 7; 8; 9; 10}.

2. Пусть  А = {1; 3; 4}; В = {2; 3; 4; 5}; С = {1; 5; 6}.
Найти: 
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3. Построить диаграммы Венна, иллюстрирующие множества:
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4.  Пусть U = {a; b; c; d},   x = {a; c};   y = {a; b; d};   z = {b; c}.

Найти множества: 
a) 
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Вариант 2

1. Осуществить операции над множествами: 
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A = {3; 5; 7} ;  B = {1; 2; 4; 7; 8; 9};  U = {1; 2; 3; 4; 5; 6; 7; 8; 9}.

2. Пусть  А = {а; б; в}; В = {в; г; д}; С = {а; д; е}.

Найти:
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3. Построить диаграммы Венна, иллюстрирующие множества:
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4.  Пусть U = {a; b; c; d},   x = {a; c};   y = {a; b; d};   z = {b; c}.

Найти множества: 

a) 
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Вариант 3

1. Осуществить операции над множествами: 
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A = {a; b; d} ;  B = {b; c; d; e; f};  U = {a; b; c; d; e; f; g; h}.
2. Пусть  А = {1; 3}; В = {2; 3; 4; 5}; С = {2; 4; 6}.

Найти:
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3. Построить диаграммы Венна, иллюстрирующие множества:
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4.  Пусть U = {a; b; c; d},   x = {a; c};   y = {a; b; d};   z = {b; c}.

Найти множества: 
a) 
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Вариант 4

1. Осуществить операции над множествами: 
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A = {а; б; в; г} ;  B = {г; д; е};  U = {a; б; в; г; д; е; ж; з}.
2. Пусть  А = {1; 3; 4}; В = {2; 3; 4; 5}; С = {1; 5; 6}.

Найти:
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3. Построить диаграммы Венна, иллюстрирующие множества:
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4.   Пусть U = {a; b; c; d},   x = {a; c};   y = {a; b; d};   z = {b; c}.

Найти множества: 

a) 
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Контрольные вопросы

1.Дайте определение множества.

2.Какие основные операции над множествами вы знаете?
3.Какие способы задания множеств вы знаете?

4.Как геометрически можно изобразить множества?

Практическая работа № 3

   «Предикаты»
          Учебная цель: выработать навыки в осуществлении операций над предикатами.
Образовательные результаты, заявленные во ФГОС третьего поколения:

Студент должен 

уметь:
- формулировать задачи логического характера и применять средства математической логики для их решения; 

- применять законы алгебры логики
знать: 

- основные понятия и приемы дискретной математики;

- логика предикатов, бинарные отношения и их виды; элементы теории отображений и алгебры подстановок
Краткие теоретические и учебно-методические материалы по теме практической работы 
Предикаты.

С помощью формальных теорий можно описать обширный класс высказываний, называемых предикатами. Сначала дадим опреде​ление исчисления предикатов как формальной теории, а затем подробно остановимся на интерпретации. Сразу отметим, что те​ория будет дана в значительно упрощенном виде: многие момен​ты мы опустим.

Формальная теория S = (A, F, P, R) называется исчислением предикатов первого порядка, если заданы алфавит, формулы, ак​сиомы и правила вывода.

Алфавит A:

х, у, z... — предметные переменные, принимающие конкрет​ные значения из некоего множества D. Тогда x0, у0, z0... — значе​ния предметных переменных, т. е. предметные постоянные (кон​станты);

р, q, r... — переменные высказывания, принимающие два зна​чения: 1 (истина) и 0 (ложь). Тогда р0, q0, r0... — фиксированные значения;

Р, Q, F — переменные, символизирующие само высказыва​ние; Р0, Q0( ) — постоянные предикаты;

→,¬.— символы логических операций; дополнительно исполь​зуются символы, ⋎ ⋏;

∀, ∃ — кванторы общности и существования;

можно использовать также знаки ! — единственность. Например, ∀x ϵ {3, 4, ..., 25} ∃!у ϵ (0, +∞): х = у2.

Заметим, что предикаты дают возможность математически ана​лизировать суждения. В классической логике предикатом называ​ется сказуемое суждения, т.е. то, что утверждается или отрицается относительно субъекта этого суждения, имени предмета мысли, фиксирующее его определенные свойства. А в математической логике понятие предиката рассматривается как тождественное суждению, содержащему местоимения, т.е. препозиционная фун​кция, аргументами которой служат имена. Например, о высказывательной форме «Он получил специальность программиста» нельзя сказать, истинна она или ложна, пока не произведена замена местоимения «он» на существительное: «М. А. Иванов стал про​граммистом» (истинно), «Дом стал программистом» (ложно).

Тождественно-истинным называется предикат, истинный всю​ду на области определения: Т(Р) = D(P). Тождественно-ложным называется предикат, множество истинности которого пусто: Т(Р) = ∅.

Два предиката в одной и той же области определения различны в том и только в том случае, если их множества истинности не совпадают. Это определение совпадает с отрицанием обычного оп​ределения равенства функций.

Логические операции (связки) над предикатами. Связки, анало​гичные связкам булевой алгебры и исчисления высказываний, соответствуют логическим операциям над предикатами. Операции над местными предикатами вводятся аналогично одноместным.

Пусть, например, Р(х, ...) и Q(x, ...) — предикаты, которые определены на множестве D, причем Т(Р) и T(Q) — их множе​ства истинности.

Отрицанием предиката Р(х,...) называется предикат Р(х)  также определенный на множестве D и истинный при тех значениях переменной х, при которых  Р(х, ...) ложен, т.е. Т(Р) = D\T(P) (рис. 5.1).

Например, предикат Р(х): «х — простое число» определен на множестве D = Z целых чисел, а его областью истинности являют​ся только простые числа, т. е. числа, имеющие два делителя: х и 1. Тогда предикат «х — составное (целое) число», также определен​ный на Z, будет отрицанием предиката Р(х), т.е. Р(х) а его обла​стью истинности будет множество всех целых составных чисел (имеющих три и более делителей): Т(Р(х)) = D\T(P(x)) (рис.1).
Аналогично вводятся и остальные операции.

Конъюнкция предикатов Р(х, ...) и Q(x, ...) есть новый преди​кат Р(х) ^ Q(x), определенный на множестве D и истинный при тех значениях переменной х, при которых истинны одновременно оба предиката Р(х, ...) и Q(x, ...), поэтому Т(Р ^  Q) = T(P)∩T{Q)(рис.2).
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Рис.1. Множество ис-                                 Рис.2. Множество истинности

тинности предиката Р(х)                                 конъюнкции предикатов

Дизъюнкцией предикатов Р(х, ...) и Q(x, ...) называется пре​дикат Р(х) v Q(x), определенный на множестве D и истинный при тех значениях переменной х, при которых истинен хотя бы один из предикатов Р(х) или Q(x). Поэтому Т(Р v Q) = Т(Р)∪ (T(Q) (рис. 3).

Импликацией предиката Р(х, ...) в Q(x, ...) называется преди​кат Р(х) → Q (х), определенный на множестве D и ложный только при тех значениях переменной х, при которой предикат Р(х, ...) истинен, а предикат Q(x, ...) ложен. В полном соответствии с формулой алгебры логики a → b = a v b имеем: P→Q=P v Q и  T(P→Q) = (D\T(P))U T(Q )(рис. 4).

Эквиваленцией предикатов Р(х, ...) и Q(x, ...) называется пре​дикат Р(х) ≡ Q(x), определенный на множестве D и истинный при тех значениях переменной х, при которых либо оба предиката истинны, либо оба предиката ложны. Поэтому Т(Р ⇔ Q) =  (Т(Р) ∩ T(Q)) ∪ ((D\T(P)) ∩ (D\T(Q))). В силу законов Де Мор​гана (Т(Р)  ∩ T(Q)) ∪ (D\(T(P) ∪ T(Q))) = D\T(P)▲T(Q)). Если Т(Р) = T(Q), то Т(Р ≡ Q) = D. Например, эквивалентны преди​каты Р(х): «х — натуральное число, кратное 3» и Q(x): «x — нату​ральное число, сумма цифр которого делится на 3».
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Рис. 3. 
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Рис.4
Задания для практического занятия:

Вариант 1
1. Пусть U- множество натуральных чисел. Постройте множество истинности для каждого из предикатов.

а) 4х2-7х-2=0;

б) х2-  14=0;

в) х2-3х+4=0;
г)  х2+10=0;   

д) х2+4х+4=0.

      2.  Пусть U- множество действительных чисел. Найдите множество истинности конъюнкций и дизъюнкций предикатов:

а) х2-25=0  и  х+5=0;

б) х3-1=0 и 1- х2=0;

в) 2х2-7х-4=0 и 3х2-13х+4=0.

      3. На множестве натуральных чисел даны 2 предиката P(x) и Q(x). Найдите множество истинности предикатов:

а)P(x)→Q(x);

б)P(x)→Q(x);

в) P(x): «четные числа»,

Q(x): «х≤8». 

  Вариант 2
   1.Пусть U- множество натуральных чисел. Постройте множество истинности для каждого из предикатов.

а) х2-6х+8=0;

б) х2-  16=0;

в) х2-2х+3=0;

г)  х2+5=0;   

д) х2-6х+9=0.

      2.  Пусть U- множество действительных чисел. Найдите множество истинности конъюнкций и дизъюнкций предикатов:

а) х2-2х-3=0  и  х-9=0;

б) х3+1=0 и х2-1=0;

в) 4 х2-7х-2=0 и 5 х2-9х-2=0.

      3. На множестве натуральных чисел даны 2 предиката P(x) и Q(x). Найдите множество истинности предикатов:

а)P(x)⋀Q(x);

б)P(x)⋁Q(x);

в) P(x): «число 5- делитель х»,

Q(x): «х≤9». 

   Вариант 3
1. Пусть U- множество натуральных чисел. Постройте множество истинности для каждого из предикатов.

а) х2-4=0;

б) х2-  25=0;

в) х2-4х+3=0;

г)  х2-4x+5=0;   

д) х2-х-6=0.

      2.  Пусть U- множество действительных чисел. Найдите множество истинности конъюнкций и дизъюнкций предикатов:

а) х2+х-3=0  и  х2+4=0;

б) х2-4x+3=0 и х2-2=0;

в) х2-4=0 и х2+6х=0.

      3. На множестве натуральных чисел даны 2 предиката P(x) и Q(x). Найдите множество истинности предикатов:

а)P(x)→Q(x);

б)P(x)↔Q(x);

в) P(x): «число х кратно 10»,

Q(x): «х≤33». 

Вариант 4
     1.Пусть U- множество натуральных чисел. Постройте множество истинности для каждого из предикатов.

а) х2-36=0;

б) х2-  8=0;

в) 6 х2-9х+3=0;

г)  х2-5x+4=0;   

д) х2-81=0.

      2.  Пусть U- множество действительных чисел. Найдите множество истинности конъюнкций и дизъюнкций предикатов:

а) 6 х2-9х+3=0  и  12х-6=0;

б) 7х2-5x=0 и х2-11=0;

в) х2-7x+12=0 и х2+9=0.

      3. На множестве натуральных чисел даны 2 предиката P(x) и Q(x). Найдите множество истинности предикатов:

а)P(x)→Q(x); 
б)P(x)∧Q(x);

в) P(x): «число х кратно 7»,

Q(x): «х<49». 

Контрольные вопросы

1. Что называется предикатом?

2. Перечислите операции, которые можно осуществить над предикатами.

3. Что называется формулой логики предикатов?

Практическая работа № 4
                                                                     «Графы»
Учебная цель:   научиться составлять для графа матрицы инцидентности и смежности и по матрицам уметь строить граф.
Образовательные результаты, заявленные во ФГОС третьего поколения:
Студент должен 

уметь
-  определять типы графов и давать их характеристики
знать
- основные понятия теории графов, характеристики и виды графов
Краткие теоретические и учебно-методические материалы по теме практической работы


[image: image84.wmf]
     Теория графов – область дискретной математики, особенностью которой является геометрический подход к изучению объектов. Теория графов и связанные с ней методы исследования используются на разных уровнях во всей современной математике. Особенно широкое применение методы теории графов находят в таких областях прикладной математики, как программирование, теория конечных автоматов, в решении вероятностных и комбинаторных задач.

     Во многих прикладных задачах изучаются системы связей между различными объектами. Объекты называются вершинами и отмечаются точками или кружочками, а связи между вершинами – отрезками, соединяющими пары точек, и эти отрезки называются ребрами. Рассмотрение таких систем приводит к понятию графа. 

     Граф или неориентированный граф G — это упорядоченная пара 
G: = (V,E), для которой выполнены следующие условия:

· V это непустое множество вершин или узлов,

· E это множество пар (в случае неориентированного графа -неупорядоченных) вершин, называемых рёбрами.

     Вершины и рёбра графа называются также элементами графа, число вершин в графе | V | -  порядком, число рёбер | E |  - размером графа.

     Вершины u и v называются концевыми вершинами (или просто концами) рёбра e = {u,v}. Ребро, в свою очередь, соединяет эти вершины. Две концевые вершины одного и того же ребра называются соседними.

     Два ребра называются смежными, если они имеют общую концевую вершину.

     Два ребра называются кратными, если множества их концевых вершин совпадают.

     Ребро называется петлёй, если его концы совпадают, то есть e = {v,v}.

     Вершина называется изолированной, если она не является концом ни для одного ребра; висячей (или листом), если она является концом ровно одного ребра.

Орграф D=(V, E) есть множество E упорядоченных пар вершин.

    Дуга {u, v} инцидентна вершинам u и v. При этом говорят, что u — начальная вершина дуги, а v — конечная вершина.

    Орграф, полученный из простого графа ориентацией ребер, называется направленным. В отличие от последнего, в произвольном простом орграфе две вершины могут соединяться двумя разнонаправленными дугами.

Связность

   Маршрутом в орграфе называют чередующуюся последовательность вершин и дуг, вида v0{v0,v1}v1{v1,v2}v2...vn (вершины могут повторяться). Длина маршрута — количество дуг в нем.

   Путь есть маршрут в орграфе без повторяющихся дуг, простой путь — без повторяющихся вершин. Если существует путь из одной вершины в другую, то вторая вершина достижима из первой.

   Контур есть замкнутый путь.

      Орграф сильно связный, или просто сильный если все его вершины взаимно достижимы; односторонне связный, или просто односторонний если для любых двух вершин, по крайней мере одна достижима из другой; слабо связный, или просто слабый, если при игнорировании направления дуг получается связный (мульти)граф;

   Максимальный сильный подграф называется сильной компонентой; односторонняя компонента и слабая компонента определяются аналогично.

Способы представления орграфов

     Матрица смежности - таблица, где как столбцы, так и строки соответствуют вершинам графа. В каждой ячейке этой матрицы записывается число, определяющее наличие связи от вершины-строки к вершине-столбцу (либо наоборот).

     Матрица инцидентности - каждая строка соответствует определённой вершине графа, а столбцы соответствуют связям графа. В ячейку на пересечении i-ой строки с j-м столбцом матрицы записывается:

· «1», в случае, если связь j «выходит» из вершины i;

· «-1», в случае, если связь «входит» в вершину;

· «0», во всех остальных случаях (то есть если связь является петлёй или связь не инцидентна вершине).

Способы представления графа:
    Матрица инцидентности — таблица, состоящая из n строк (вершины) и m столбцов (ребра), в которой:

· 
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   Матрица смежности — квадратная таблица графа G (V,X) без ребер, для которой:

· 
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Пример:

   Для неориентированного графа, изображенного на рис.1, постройте матрицу смежности и матрицу инцидентности.

                                     [image: image99.jpg]



Способы представления графа

    Матрица инцидентности — таблица, состоящая из n строк (вершины) и m столбцов (ребра), в которой:

· 
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= 1, если вершина 
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 инцидентна ребру 
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· 
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= 0, если вершина 
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   Матрица смежности — квадратная таблица графа G (V,X) без ребер, для которой:

· 
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[image: image107.wmf]i

V

,
[image: image108.wmf]j

V

) 
[image: image109.wmf]Î

 X;
· 
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Примеры по выполнению практической работы

Пример 1. Для неориентированного графа, изображенного на рис.1, постройте матрицу смежности и матрицу инцидентности.

                                   [image: image114.jpg]


Рис.1
Решение:

  
[image: image115.wmf]Матрица смежности: 
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    Матрица инцидентности:
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Пример 2.
   Задан граф G(V, E), где V = {v1, v2, v3, v4, v5}; Е
[image: image118.wmf]vi

 = {v1, v2, v3};  Е
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Е
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v

= {v1, v2, v5}; Е
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v

 = {v1}; E
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= {v1, v2, v3, v4, v5}.

1.Изобразите орграф на рисунке.

   2.Постройте матрицу смежности.

Решение:

1.
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2.

А = 
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Пример 3.  
  Дана матрица 
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  Постройте орграф, для которого данная матрица является матрицей смежности. Найдите матрицу инцидентности графа.

   Решение:

   Для построения орграфа его вершине однозначно сопоставим точку на плоскости. Данная матрица смежности имеет четыре строки и четыре столбца, следовательно, в орграфе четыре вершины: 1, 2, 3, 4.

   Проанализируем элементы матрицы:

   a
[image: image129.wmf]11

 = 0 — при вершине a нет петель;
   a
[image: image130.wmf]12

= 2 – из вершины 1 выходят две стрелки к вершине 2;

   a
[image: image131.wmf]13

 = 0 – из 1 не выходит ни одной стрелки к вершине 3;

   a
[image: image132.wmf]14

 = 0 – из 1 не выходит ни одной стрелки к вершине 4;

   a
[image: image133.wmf]21

 = 0 – из 2 не выходит ни одной стрелки к вершине 1;

   a
[image: image134.wmf]22

 = 0 – при 2 нет петель;

   a
[image: image135.wmf]23

 = 1 – из 2 выходит одна стрелка к 3;

   a
[image: image136.wmf]24

 = 0 – из 2 не выходит ни одной стрелки к вершине 4;

   a
[image: image137.wmf]31

 = 1 – из 3 выходит одна стрелка к вершине 1;

   a
[image: image138.wmf]32

 = 0 – из 3 не выходит ни одной стрелки к вершине 2;

   a
[image: image139.wmf]33

 = 0 – из при 3 нет петель;

   a
[image: image140.wmf]34

 = 1 – из 3 выходит одна стрелка к вершине 4;

   a
[image: image141.wmf]41

 = 3 – из 4 выходит 3 стрелки к вершине 1;
   a
[image: image142.wmf]42

 = 1 – из 4 выходит одна стрелка к вершине 2;

   a
[image: image143.wmf]43

 = 0 – из 4 не выходит ни одной стрелки к вершине 3;

   a
[image: image144.wmf]44

 = 0 – при 4 нет петель.

   Строим орграф:

[image: image145.jpg]



Задания для практического занятия:
Вариант 1
1. Для неориентированного графа, изображенного на рисунке, постройте матрицу смежности и матрицу инцидентности:

[image: image146.jpg]



2. Дана матрица A. Постройте соответствующий ей граф, имеющий матрицу А своей матрицей смежности. Найдите матрицу инцидентности для построенного графа.
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3.Для графов, изображенных на рисунках, составить матрицу смежности вершин, смежности дуг и инциденций.
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Вариант 2
1. Для неориентированного графа, изображенного на рисунке, постройте матрицу смежности и матрицу инцидентности:

[image: image149.jpg]



2. Дана матрица A. Постройте соответствующий ей граф, имеющий матрицу А своей матрицей смежности. Найдите матрицу инцидентности для построенного графа.

A = 
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3.Для графов, изображенных на рисунках, составить матрицу смежности вершин, смежности дуг и инциденций.
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Вариант 3

1. Для неориентированного графа, изображенного на рисунке, постройте матрицу смежности и матрицу инцидентности:
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2. Дана матрица A. Постройте соответствующий ей граф, имеющий матрицу А своей матрицей смежности. Найдите матрицу инцидентности для построенного графа.

A = 
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3.Для графов, изображенных на рисунках, составить матрицу смежности вершин, смежности дуг и инциденций.
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Вариант 4

1. Для неориентированного графа, изображенного на рисунке, постройте матрицу смежности и матрицу инцидентности:

[image: image155.jpg]



2. Дана матрица A. Постройте соответствующий ей граф, имеющий матрицу А своей матрицей смежности. Найдите матрицу инцидентности для построенного графа.

A = 
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3.Для графов, изображенных на рисунках, составить матрицу смежности вершин, смежности дуг и инциденций.
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                               Контрольные вопросы

1. Что такое граф?

2. Какие способы задания графов вы знаете?

3. Что представляет собой матрица смежности?

Практическая работа № 5
«Автоматы».

Цель: Выработать навыки в табличном задании автоматов, в построении диаграммы Мура, системой булевых функций.

Образовательные результаты, заявленные во ФГОС третьего поколения:

Студент должен 

уметь

- строить простейшие автоматы
знать
- элементы теории автоматов.
Краткие теоретические и учебно-методические материалы по теме практической работы
Теория автоматов представляет собой раздел дискретной математи​ки, изучающий модели преобразователей дискретной информации. Таки​ми преобразователями являются как реальные устройства (компьютеры, живые организмы), так и воображаемые устройства (аксиоматические те​ории, математические машины). По сути, конечный автомат можно оха​рактеризовать как устройство М, имеющее входной и выходной каналы. 

При этом в каждый из дискретных моментов времени, называемых так​товыми моментами, оно находится в одном из конечных состояний.

По входному каналу в каждый момент времени t = 1,2,... в устрой​ство М поступают входные сигналы (из некоторого конечного множества сигналов). Задается закон изменения состояния к следующему моменту времени в зависимости от входного сигнала и состояния устройства в теку​щий момент времени. Выходной сигнал зависит от состояния и входного сигнала в текущий момент времени (рис. 1).

	x(t)
	М
	y(t)

	
	
	

	
	Рис.1
	


 Определение конечного автомата.
Конечный автомат является математической моделью реальных дис​кретных устройств по переработке информации.

Конечным автоматом называется система А = (X; Q; У; ; ψ), где X; Q; У — произвольные непустые конечные множества.

Множество X = {а1, ...,ат} называется входным алфавитом, а его элементы — входными сигналами, их последовательности — входными словами. Множество Q = {q1, ...,qn) называется множеством состояний автомата, а его элементы — состояниями. Множество У = {b1, ...,Ьр) на​зывается выходным алфавитом, его элементы — выходными сигналами, их последовательности — выходными словами.

Функция  : X * Q →Q называется функцией переходов. Функция ψ: X * Q→У называется функцией выходов, т. е. 

ψ (x, q) ∈ Q;    (х, q)∈ У   для   ∀x ∈ X;     ∀q ∈ Q.

С конечным автоматом ассоциируется воображаемое устройство, ко​торое работает следующим образом. Оно может находиться в состоянии из множества Q, воспринимать сигналы из множества X и выдавать сигналы из множества У.

             Примеры по выполнению практической работы
     Пример 1. Элемент задержки (элемент памяти).

Элементы задержки представляют собой устройство, имеющее один вход и один выход. Причем значение выходного сигнала в момент време​ни t совпадает со значением сигнала в предыдущий момент. Схематично элемент задержки можно изобразить следующим образом (рис. 2).

	x(t)
	M
	y(t) = x(t - 1)

	
	
	


                          (рис. 2)

     Предположим, что входной и, следовательно, выходной алфавит есть 
X = {0,1}; У = {0,1}. Тогда Q = {0,1}. Под состоянием элемента задерж​ки в момент времени t понимается содержание элемента памяти в данный момент. Таким образом q(t) = X(t - 1), a Y(t) = q(t) = X(t - 1).

	φa1;q1=φ0;0=0;

φa1;q2=φ0;1=0;

φa2;q1=φ1;0=1;

φa2;q2=φ1;1=1;

ψa1;q1=ψ0;0=0;

ψa1;q2=ψ0;1=1;

ψa2;q1=ψ1;0=0;

ψa2;q2=ψ1;1=1;



	a\q
	0
	1

	0
	 = 0; ψ = 0
	 = 0; ψ = 1

	1
	 = 1; ψ = 0
	 = 1; ψ = 1


       Диаграмма Мура изображена на рис. 3.
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                                                               Рис. 3.
     Для представления этого автомата системой булевых функций ис​пользуем таблицу автомата и вышеизложенный алгоритм. При этом ко​дирование производить не нужно, так как входной и выходной алфавиты и состояния уже закодированы.

Обратим внимание на то, что т = п = р = 2. Тогда k = г = s = 1, и поэтому элемент задержки задается двумя функциями ф и у. Таблица истинности этих функций содержит 2k+r=22=4 строки и k + r + r + s=4 столбца:

	x
	Z
	
	ψ

	0
	0
	0
	0

	0
	1
	0
	1

	1
	0
	1
	0

	1
	1
	1
	1


Пример 2. Схема сравнения на равенство.

     Схема сравнения на равенство представляет собой устройство, срав​нивающее два числа x1 и x2, заданные в двоичной системе исчисления. Это устройство работает следующим образом. На вход устройства после​довательно, начиная со старших, подаются разряды чисел x1 и x2. Эти разряды сравниваются. При совпадении разрядов на выходе схемы фор​мируется выходной сигнал 0, в противном случае на выходе появляется сигнал 1. Ясно, что появление 1 в выходной последовательности означа​ет, что сравниваемые числа x1 и x2 различны. Если же выходная после​довательность является нулевой и ее длина совпадает с числом разрядов сравниваемых чисел, то x1 = x2.

     Для этого автомата X = {00; 01; 10; 11}; У = {0,1}.

     Функционирование схемы определяется двумя состояниями. Состоя​ние q1 соответствует равенству сравниваемых в данный момент разрядов. При этом автомат остается в этом же состоянии. Если в следующий мо​мент сравниваемые разряды будут различны, то автомат перейдет в новое состояние q1 и в нем остается. Так как это означает, что числа различны.

     Таким образом, схему сравнения можно задать таблицей:

	
	q0
	q1

	00
	q0;0
	q1;1

	01
	q1;1
	q1;1

	10
	q1;1
	q1;1

	11
	q0;0
	q1;1


     Диаграмма Мура схемы сравнения на равенство изображена на рис. 

     Кодирование состояний произведем следующим образом: α(q0) = 0; α(q1) = 1. Автомат будет задаваться двумя функциями.

	x1
	x2
	z
	
	ψ

	0
	0
	0
	0
	0

	0
	0
	1
	1
	1

	0
	1
	0
	1
	I

	0
	1
	1
	1
	1

	1
	0
	0
	1
	1

	1
	0
	1
	1
	1

	1
	1
	0
	0
	0

	1
	1
	1
	1
	1


Задания для практического занятия:

Вариант 1: 

1.Для автомата, заданного таблицей, постройте диаграмму Мура. Задайте этот автомат системой булевых функций.

	x\q
	0
	1
	2
	3

	0
	1;1
	3;0
	2;0
	2;0

	1
	2;1
	2;0
	3;0
	3;0


2.Для автомата, заданного системой булевых функций, постройте диаграмму Мура и 

соответствующую таблицу.   

zt+1=x1t ⋀ zt ⋁ x2 t ⋀ zt,yt=x2t ⋀ zt ⋁ x1t ⋀ x2t;                  
 3. Для автомата, заданного диаграммой Мура, выпишите соответственную та​блицу и систему булевых функций.

Вариант 2: 

1. Для автомата, заданного таблицей, постройте диаграмму Мура. Задайте этот автомат системой булевых функций.

	x\q
	0
	1
	2
	3

	0
	1;0
	2;0
	2;1
	3;0

	1
	3;0
	3;1
	2;1
	1;0


2. Для автомата, заданного системой булевых функций, постройте диаграмму Мура и 

соответствующую таблицу.   

zt+1=x1t ⋀x2t ⋁ x1t ⋀ zt⋁ x2t⋀ zt,yt=x1t ⋀ x2t ⋁ zt;                  

      3. Для автомата, заданного диаграммой Мура, выпишите соответственную та​блицу и систему булевых функций.

[image: image159.jpg]



Вариант 3:

1.Для автомата, заданного таблицей, постройте диаграмму Мура. Задайте этот автомат системой булевых функций.

	x\q
	0
	1
	2
	3

	0
	0;1
	1;1
	2;1
	3;1

	1
	0;0
	2;1
	3;1
	2;1


2.Для автомата, заданного системой булевых функций, постройте диаграмму Мура и 

соответствующую таблицу.   

zt+1=x1t ⋀x2t ⋁ x2t ⋀ x2t⋁zt,yt=x1t ⋀ x2t ⋁ x1t ⋀ x2t⋁zt;                  

3.Для автомата, заданного диаграммой Мура, выпишите соответственную та​блицу и систему булевых функций.
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Вариант 4:

1.Для автомата, заданного таблицей, постройте диаграмму Мура. Задайте этот автомат системой булевых функций.

	x\q
	0
	1
	2
	3

	0
	1;0
	3;1
	2;0
	1;0

	1
	3;0
	1;1
	0;1
	3;1


2. Для автомата, заданного системой булевых функций, постройте диаграмму Мура и 

соответствующую таблицу.   

zt+1=x(t),yt=x(t)↔zt;                  

3. Для автомата, заданного диаграммой Мура, выпишите соответственную та​блицу и систему булевых функций
[image: image161.jpg]



Контрольные вопросы:

     1. Что включает в себя понятие «Конечный автомат»?

     2. Как строится диаграмма Мура?

     3. Какие основные термины связаны с введением понятия конечного автомата?

     4. Дайте определение конечного автомата.

     5. Укажите способы задания конечного автомата. 
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