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Порядок выполнения отчета по практической работе

1. Ознакомиться с теоретическим материалом по практической  работе.
2. Выполнить предложенное задание.
3. Продемонстрировать результаты выполнения предложенных заданий преподавателю.
4. Ответить на контрольные вопросы (устно, для самоконтроля)
5. Записать выводы о проделанной работе.


Обеспеченность занятий:

1. Учебно-методическая литература:
· Гмурман В.Е.  Теория вероятностей и математическая статистика: Учебное пособие. - М.: Высшее образование,  2008;
· Гмурман В.Е.  Руководство к решению задач по теории вероятностей и математической статистике: Учебное пособие. - М.: Высшее образование,  2008.



Практическая работа № 1 

 «Решение задач  с применением элементов комбинаторики. Вычисление вероятностей событий по классической формуле определения вероятности»

Учебная цель:  научиться решать простейшие комбинаторные задачи, вычислять вероятности случайных событий с использованием классической формулы вероятности события

Образовательные результаты, заявленные во ФГОС третьего поколения:

Студент должен 
уметь: 
- вычислять вероятности событий с  использованием элементов комбинаторики;
знать: 
- основы теории вероятностей и математической статистики;

Краткие теоретические и учебно-методические материалы по теме практической  работы 

      При решении ряда теоретических и практических задач требуется из конечного множества элементов по заданным правилам составлять различные комбинации и производить подсчет числа всех возможных таких комбинаций. Такие задачи принято называть комбинаторными, а раздел математики, занимающийся их решением, называется комбинаторикой. Комбинаторика широко применяется в теории вероятностей, теории массового обслуживания, теории управляющих систем и вычислительных машин и других разделах науки и техники. Основными элементами комбинаторики являются размещения, перестановки, сочетания.



       Пусть дано множество, состоящее из n элементов. Размещением из n элементов по т  элементов называется упорядоченное множество, содержащее m различных элементов  данного множества.  Из определения вытекает, что  размещения из n элементов по m  элементов - это все m –элементные подмножества, отличающиеся составом элементов или порядком их следования. Число всех возможных размещений из n элементов по m  элементов  обозначают  и вычисляют по формуле  



                     или           (1)



Здесь     и         .  Условимся  считать  0! = 1, поэтому          

        Перестановкой из n элементов называется размещение из п элементов по n элементов.  Так как каждая перестановка содержит все п элементов множества, то различные перестановки отличаются друг от друга только порядком следования элементов.  Число всех возможных перестановок из п элементов обозначают  . Из определения перестановок следует


                                         ,   т.е          (2)       

        Сочетанием из п элементов по т  элементов называется любое подмножество, которое содержит т различных элементов данного множества. Следовательно, сочетания из п элементов по т элементов - это все т - элементные подмножества п - элементного множества, причем различными подмножествами считаются только те, которые имеют неодинаковый состав элементов. Подмножества, отличающиеся друг от друга лишь порядком следования элементов, не считаются различными.

        Число всех возможных сочетаний из п элементов по т элементов обозначают  и вычисляют по формуле 

                                                         (3)

                                                                                               (4)
              Пример.  В группе из 30 учащихся нужно выбрать комсорга, профорга, физорга. Сколькими способами это можно сделать, если каждый из 30 учащихся комсомолец, член профсоюза и спортсмен?




Решение:  искомое число способов равно числу размещений из 30 элементов по 3 элемента, т.е. . Положив по формуле (1)  , , получаем . 
Ответ: 24360 способов.
              Пример.  Сколькими способами можно расставлять на одной полке шесть различных книг? 
Решение: Искомое число способов равно числу перестановок из 6 элементов, т.е. 

.
Ответ: 720 способов расстановки.

             Пример. В бригаде из 25 человек нужно выделить четырех для работы на определенном участке. Сколькими способами это можно сделать?


Решение:  т.к. порядок выбранных четырех человек не имеет значения, то это можно сделать   способами. По формуле (4) находим  
Ответ: 12650 способов.
     События, явления могут быть достоверными, невозможными и случайными. Те события, которые  обязательно  произойдут при осуществлении  определённой  совокупности  условий  (которую будем  называть опытом или испытанием), называют достоверными  и обозначают U. Событие, которое заведомо не произойдет, если будет осуществлена определенная совокупность  условий, называют невозможным  и обозначают V .  События, которые при испытании могут произойти, а могут  и не произойти, называют случайными  и обозначают  -    А, В, С. 
        Случайные события называются несовместными, если каждый раз возможно появление только одного из них.     События называются совместными, если  в данных условиях появление одного из них не исключает появление другого при том же испытании. События называются противоположными, если в условиях испытания они, являясь единственными его исходами, несовместны. 	Случайные события бывают элементарные и составные. Множество всех элементарных событий, связанных с некоторым опытом, называется пространством элементарных событий (U). Каждое событие определяется  как подмножество во множестве элементарных событий A. При этом  те элементарные события из  U, при которых  событие  А  наступает (т.е. принадлежит подмножеству А), называются благоприятствующими событию А.       









	Пусть  - случайное событие, связанное с некоторым опытом. Повторим опыт  раз в одних и тех же условиях и пусть при этом событие  появилось  раз.  Отношение  числа  опытов, в которых событие   появилось, к общему числу  проведённых опытов называется частотой события .

              Постоянная величина р, к которой все более приближается частота событий А при достаточно большом повторении опыта, называется вероятностью события А и обозначается .


	Рассмотрим конечное пространство элементарных событий,  где  - попарно несовместные и равновозможные элементарные события. Пусть некоторому событию А благоприятствуют т из п элементарных событий пространства U.   
        Вероятностью  события  р(А)  называется отношение числа т элементарных событий, благоприятствующих событию А, к общему числу п равновозможных элементарных событий:            

                                                                                                                           (4)
Из определения вероятности вытекают следующие её свойства:

1. Вероятность любого события  ; 


2. Вероятность достоверного события , так как ;   


3. Вероятность невозможного события  так как               
         Пример.  В урне 3 белых и 9 черных шаров. Из урны наугад вынимают один шар. Какова вероятность того, что вынутый шар окажется черным (событие А)?

Решение:  Имеем п = 12, т = 9, и поэтому  
        Пример.     Подбрасывают две игральные кости. Найти вероятность того, что на них в сумме выпадает 6 очков (событие А).

Решение: При подбрасывании двух игральных костей общее число равновозможных элементарных исходов равно числу паргде х и у принимают значения 1, 2, 3, 4, 5, 6:

                                      




т.е. . Событию А благоприятствуют пять пар: , т.е. .  Следовательно, искомая вероятность  






        Пример .  В урне  белых и  чёрных шаров. Из урны наугад вынимают  шаров. Найти вероятность того, что среди них будет  белых, а следовательно,  чёрных .












Решение:  Число элементарных событий . Подсчитаем число элементарных событий, благоприятствующих интересующему нас событию  среди  взятых шаров будет  белых и  чёрных. Очевидно, что число способов, которыми можно выбрать  белых шаров из , равно, а число способов, которыми можно к ним  «довыбрать»  чёрных шаров, равно . Каждая комбинация белых шаров может сочетаться с каждой комбинацией чёрных, поэтому . Следовательно,     .

Задания для практического занятия:

1.  Сколькими способами можно выбрать 4 детали из ящика, в котором
 12 деталей?
2.  Сколько можно изготовить различных трёхцветных флажков, если
использовать    следующие цвета: белый, синий, красный, жёлтый, чёрный, 
зелёный?
3. Сколько пятизначных чисел можно составить  из цифр 2, 3, 4, 5,6?
4. В вазе 5 красных и 7 белых роз. Сколькими способами можно составить букет из 5 роз, если в нем должно быть две красных и три белых розы?

5. Решить уравнение:         

6.Вычислить:      
  7. Из вазы, в которой находится 5 яблок и 3 персика, выпад один фрукт. Найти
вероятность  того, что это был персик;
8. В коробке 6 одинаковых, занумерованных кубиков. Наудачу по одному
извлекают все кубики. Найти вероятность того, что номера извлеченных кубиков появятся в нарастающем  порядке;
9. В ящике имеется 15 деталей, среди которых имеется 10 окрашенных. Сборщик 
наудачу извлекает три детали. Какова вероятность того, что извлеченные детали будут окрашенные;
10. В цехе работает шесть мужчин и четыре женщины. По табельным номерам
наудачу отобраны семь человек. Найти вероятность того, что среди отобранных лиц будут три женщины;

Контрольные вопросы

        1. Какие задачи называются комбинаторными?
        2. Какие основные элементы комбинаторики вы знаете? Дайте их 
определения и перечислите формулы для их вычисления.
        3.  Дайте определение случайного события, элементарного события, 
достоверного и невозможного события. Самостоятельно придумайте примеры элементарных, достоверных и невозможных событий.
         4.  Какие случайные события называются совместными и какие несовместными?  Самостоятельно придумайте примеры совместных и несовместных событий.
5. Какие случайные события называются равновозможными? Приведите примеры равновозможных случайных событий.
6.   Дайте классическое  определение вероятности события. Какими свойствами обладает вероятность?











































Практическая работа № 2

 «Вычисление вероятностей событий в схеме Бернулли»

Учебная цель:  научиться вычислять  вероятности событий в схеме Бернулли

Образовательные результаты, заявленные во ФГОС третьего поколения:

Студент должен 
уметь: 
- вычислять вероятности событий с  использованием элементов комбинаторики;
знать: 
- основы теории вероятностей и математической статистики;


Краткие теоретические и учебно-методические материалы по теме практической  работы 

          Если производится несколько испытаний, причем вероятность события А в каждом испытании не зависит от исходов других испытаний, то такие испытания называют независимыми относительно события А. В разных независимых испытаниях событие А может иметь либо различные вероятности, либо одну и ту же вероятность. Будем далее рассматривать лишь такие независимые испытания, в которых событие А имеет одну и ту же вероятность.

Ниже воспользуемся понятием сложного события, понимая под ним совмещение нескольких отдельных событий, которые называют простыми.


      Пусть производится  n независимых испытаний, в каждом из которых событие А может появиться,  либо не появиться. Условимся считать, что вероятность события А в каждом испытании одна и та же, а именно равна  p. Следовательно, вероятность  ненаступления события А в каждом испытании также постоянна и равна q=1- p.  Поставим перед собой задачу: вычислить вероятность того, что при n испытаниях событие А осуществится ровно  k  раз и, следовательно, не осуществится n-k раз. Важно подчеркнуть, что не требуется, чтобы событие А повторилось ровно k   раз в определенной последовательности. Например, если речь идет о появлении события А три раза в четырех испытаниях, то возможны следующие сложные события: , , , . Запись ,  означает, что в первом, втором и третьем испытаниях событие А наступило, а в четвертом испытании оно не появилось, т. е. наступило противоположное событие  , соответственный смысл имеют и другие записи.  Искомую вероятность обозначим . 
      Поставленную задачу можно решить с помощью так называемой формулы Бернулли:


                        

                        где    
Локальная теорема Муавра-Лапласа

       Вычисление вероятностей  по формуле Бернулли становится весьма громоздким при больших значениях n ввиду наличия в ней факториалов n!, m!, (n-m)! Поэтому на практике применяют приближенную формулу Муавра-Лапласа:
                                                                               (2)
где 
                                 
       Функция   называется кривой вероятностей.   В приложении 1 представлена таблица значений этой функции при разных аргументах.
       Можно выделить следующие свойства кривой вероятностей:
► функция   симметрична относительно оси ординат (см. рис.);
► — четная функция, т.е. 
► достигает максимума при 
                    
                   [image: ]
                                      Рис.  Кривая вероятностей

► для больших значений  стремится к нулю, т.е 

       Формула Муавра-Лапласа дает очень хорошее приближение для определения вероятности, если число  достаточно велико и тем лучше, чем больше , если только вероятность  мала, но не слишком.


Примеры по выполнению практической работы

         Пример 1. Вероятность того, что расход электроэнергии в продолжение одних суток не превысит установленной нормы, равна р=0,75. Найти вероятность того, что в ближайшие 6 суток расход электроэнергии в течение 4 суток не превысит нормы.

Решение. Вероятность нормального расхода электроэнергии в продолжение каждых из 6 суток постоянна и равна р=0,75. Следовательно, вероятность перерасхода электроэнергии в каждые сутки также постоянна и равна 
Искомая вероятность по формуле Бернулли равна

                   
        Пример 2. Два равносильных шахматиста играют в шахматы. Что вероятнее: выиграть две партии из четырех или три партии из шести (ничьи во внимание не принимаются)? 
Решение: играют равносильные шахматисты, поэтому вероятность выигрыша р = 1/2; следовательно, вероятность проигрыша q также равна 1/2. Так как во всех партиях вероятность выигрыша постоянна и безразлично, в какой последовательности будут выиграны партии, то применима формула Бернулли. Найдем вероятность того, что две партии из четырех будут выиграны: 

P4(2) = 
Найдем вероятность того, что будут выиграны три партии из шести: 

P6(3) = 
Так как P4(2) > P6(3), то вероятнее выиграть две партии из четырех, чем три из шести.


Задания для практического занятия:

1. В партии хлопка содержится около 25%  коротких волокон. Какова вероятность того, что  при случайном отборе 10 волокон будет обнаружено шесть коротких волокон;  
2. На автопредприятии имеется 30 автомашин. Вероятность неисправности каждой из них  равна 0,1. Найти вероятность того, что  в начале рабочего дня окажутся исправными 25  машин; 
3. В лифт 9-этажного дома на первом этаже вошли 5 человек. Вычислить вероятность того,что на 6-ом этаже не выйдет ни одного человека;
4. Перерасход горючего в течение рабочего дня в среднем по автопарку наблюдается у 20% машин.  Найти вероятность того, что из десяти вышедших на линию машин перерасход горючего произойдет не менее, чем у трех машин;
5.  Найти вероятность того, что событие А появится ровно 80 раз в 240 испытаниях, если   вероятность появления события А в каждом испытании равна 0,3.

Контрольные вопросы

 1. Вероятности каких событий вычисляются  по формуле Бернулли?
 2. Как определить, что из n  испытаний событие наступит менее (не менее) чем m раз?
 3.  Какая функция называется кривой вероятностей?
 4.  Сформулируйте локальную теорему Муавра-Лапласа в схеме Бернулли. В каких
случаях  формула Муавра-Лапласа дает хорошее приближение для вычисления вероятности Pn(m).


Практическая работа № 3
 «Решение задач на составление закона  распределения ДСВ»

  Учебная цель:   научиться составлять для дискретных случайных величин законы распределения,  вычислять числовые характеристики дискретной случайной величины

  
Образовательные результаты, заявленные во ФГОС третьего поколения:

Студент должен 
уметь: 
- вычислять вероятности событий с  использованием элементов комбинаторики;
знать: 
- основы теории вероятностей и математической статистики;

Краткие теоретические и учебно-методические материалы по теме практической  работы 

       Случайной величиной называют такую переменную величину,    которая под воздействием случайных факторов может с определенными вероятностями принимать те или иные значения из некоторого множества чисел. Различают дискретные и непрерывные случайные величины. Случайная величина непрерывна, если ее значения могут лежать в некотором континууме возможных значений. (Это предполагает, что их нельзя пересчитать, ставя в соответствие им натуральные числа 1, 2, …), Значения непрерывной случайной величины могут лежать на отрезке, интервале, луче и т.д.
         Случайная величина X называется дискретной, если результаты наблюдений представляют собой конечный или счетный набор возможных чисел. Число возможных значений дискретной случайной величины может быть конечным или бесконечным.     В результате одного испытания случайная величина X принимает одно и только одно возможное значение, заранее не известное и зависящее от случайных причин, которые не могут быть учтены.   Например, если в качестве случайной величины рассматривать оценку студента на экзамене, то с определенной вероятностью, которая зависит от многих факторов, студент может получить или 2, или 3, или 4, или 5, но в результате сданного одним студентом экзамена в ведомости всегда стоит только одна оценка.
Случайная величина может быть задана законом распределения.
         Законом распределения дискретной случайной величины называют соотношение, устанавливающее связь между отдельными возможными значениями случайной величины и соответствующими им вероятностями.
       Закон распределения дискретной случайной величины можно задать таблично, аналитически (в виде формулы) и графически.
       При табличном задании закона распределения дискретной случайной величины таблица состоит из двух строк и называется законом или рядом распределения дискретной случайной величины X. Первая строка таблицы содержит возможные значения случайной величины, а вторая - соответствующие им вероятности. 

	
	
	
	…
	
	

	
	
	
	…
	
	



       Значения  записываются в таблице, как правило, в порядке возрастания. Приняв во внимание, что в каждом отдельном испытании случайная величина принимает только одно возможное значение случайной величины X, заключаем, что события  несовместны и образуют полную группу событий. Следовательно, сумма вероятностей этих событий, т.е. сумма вероятностей второй строки таблицы, равна единице:

                 (1)

Биномиальное распределение
       Среди законов распределения для дискретных случайных величин наиболее распространенным является биномиальное распределение.
       Рассмотрим последовательность  идентичных повторных испытаний, удовлетворяющих следующим условиям, которые носят название схемы Бернулли:
1) все  испытаний — независимы. Это значит, что вероятность наступления события в любом из п повторных испытаний не зависит от результатов других испытаний;
2) в каждом испытании может наступить или не наступить некоторое событие , вероятность наступления которого  остаётся неизменной в каждом испытании;
3) противоположное событие  имеет вероятность , которая тоже остается неизменной от испытания к испытанию;
4) эти события А и  взаимно несовместные и противоположные, называемые успех и неуспех.
       Тогда для вычисления вероятности того, что в  независимых повторных испытаниях, удовлетворяющих условиям 1-4, событие  наступит ровно  раз, при  (в любой последовательности), вычисляется по формуле Бернулли:

                                
где  — вероятность успеха в каждом испытании;  — вероятность неуспеха в каждом испытании; — число сочетаний из  по .

Распределение Пуассона

        Если число испытаний велико, а вероятность появления события  в каждом испытании очень мала, то вместо формулы (2) пользуются приближенной формулой:
                                                (3)
где  — число появлений события в  независимых испытаниях;
 (среднее число появлений события в  испытаниях).
       Выражение (3) называется формулой Пуассона. Придавая  целые неотрицательные значения   можно записать ряд распределения вероятностей, вычисленных по формуле (3), который называется законом распределения Пуассона:
	
	0
	1
	2
	…
	
	…
	

	
	
	
	
	…
	
	…
	



     Распределение Пуассона часто используется, когда мы имеем дело с числом событий, появляющихся в промежутке времени или пространства. Оно описывает число событий , происходящих за одинаковые промежутки времени при условии, что события происходят независимо друг от друга с постоянной средней интенсивностью. Например, число покупателей, посетивших супермаркет в течение часа, число аварий на отрезке дороги, число дефектов на участке водопровода, число посетителей музея в неделю и т.д.
       Если распределение Пуассона применяется вместо биномиального распределения, то  должно иметь порядок не менее нескольких десятков, лучше нескольких сотен, а  .

Гипергеометрическое распределение

       Можно рассмотреть еще одно распределение, которое называют гипергеометрическим.   Пусть имеется множество  элементов, из которых  элементов обладают некоторым признаком . Например, среди 20 шаров, лежащих в урне, 12 шаров имеют красный цвет, тогда если  —признак того, что шар красный,  =20, а  = 12. Из этого множества извлекают случайным образом без возвращения  элементов. Требуется найти вероятность того, что из них ровно  элементов обладают признаком . Искомая вероятность (зависящая от ) определяется по формуле гипергеометрического распределение:

               (4) 

где  — общее число вариантов выбора из  элементов по  элементов, т.е. общее число всех единственно возможных, равновозможных и несовместных исходов;   — число исходов, благоприятствующих наступлению интересующего нас события. Следует знать, что если , если .  Если по формуле (4) вычислить вероятности для всех возможных значений , то полученный ряд распределения называется гипергеометрическим законом распределения: 
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           Пример.  Закон распределения вероятностей случайной дискретной величины Х - числа очков, выпадающих при бросании правильной  игральной кости, имеет вид, заданный  таблицей:
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          Пример. Устройство состоит из трех независимо работающих элементов. Вероятность отказа каждого элемента в одном опыте равна 0,1. Составить закон распределения числа отказавших элементов в одном опыте. 
Решение: дискретная случайная величина X (число отказавших элементов в одном опыте) имеет следующие возможные значения: x1 = 0 (ии один из элементов устройства не отказал), х2 = 1 (отказал один элемент), х3 = 2 отказали два элемента) и x4 = 3 (отказали три элемента). Отказы элементов независимы один от другого, вероятности отказа каждого элемента равны между собой, поэтому применима формула Бернулли. Учитывая, что, по условию, n = 3, р = 0,1 (следовательно,  q = 1 - 0,1 = 0,9), получим: 

Р3(0) = q3 = 0,93 = 0,729; P3(l) = Cpq3 = 3 * 0,l * 0,92 = 0,243; 

Р3(2) = Ср2q = 3 * 0,12 * 0,9 = 0,027; Р3(3) = р3 = 0,13 = 0,001. 
Контроль: 0,729 + 0,243 + 0,027 + 0,001 = 1. 
Напишем искомый биномиальный закон распределения X: 

	Х
	0
	1
	2
	3

	Р
	0.729
	0.243
	0.027
	0,001



          Пример. В партии из 10 деталей имеется 8 стандартных. Наудачу отобраны две детали. Составить закон распределения числа стандартных деталей среди отобранных. 
Решение: имеем гипергеометрический закон распределения. Случайная величина X - число стандартных деталей среди отобранных деталей — имеет следующие возможные значения: x1 = 0; x2 = 1; x3 = 2. Найдем вероятности возможных значений X по формуле (4)
(N - число деталей в партии, n - число стандартных деталей в партии, m - число отобранных деталей, k - число стандартных деталей среди отобранных), находим: 


Р(Х = 0) = ;       Р(Х = 1) = 

Р(Х = 2) = 
Составим искомый закон распределения

	x
	0
	1
	2

	p
	1/45
	16/45
	28/45



Контроль: 1/45 + 16/45 + 28/45 = 1.

       Пример. Завод отправил на базу 500 изделий. Вероятность повреждения изделия в пути равна 0,002. Найти вероятности того, что в пути будет повреждено изделий:
а) ровно три; б) менее трех; в) более трех; г) хотя бы одно. 
Решение: число n = 500 велико, вероятность р = 0,002 мала и рассматриваемые события (повреждение изделий) независимы, поэтому имеет место формула Пуассона 

Pn(k) = 
а) Найдем λ = nр = 500 * 0,002 = 1.  Найдем вероятность того, что будет повреждено ровно 3 (k = 3) изделия:  Р500(3) = e-1/3! = 0,36788/6 = 0,0613. 
б) Найдем вероятность того, что будет повреждено менее трех изделий: 
Р500(0) + Р500(1) + Р500(2) = е-1 + e-1 + e-1/2 = (5/2)e-1 = (5/2) * 0,36788 = 0,9197. 
в) Найдем вероятность Р того, что будет повреждено более трех изделий. События «повреждено более трех изделий» и «повреждено не более трех изделий» (обозначим вероятность этого события через Q) - противоположны, поэтому P + Q = l. Отсюда    P = 1 - Q = 1 - [Р500(0) + Р500(1) + Р500(2) + Р500(3)]
Используя результаты, полученные выше, имеем  P = 1 -  [0,9197+0,0613] = =0,019. 
г) Найдем вероятность Р1 того, что будет повреждено хотя бы одно изделие. События «повреждено хотя бы одно изделие» и «ни одно из изделий не повреждено» (обозначим вероятность этого события через Q1) -противоположные, следовательно, P1 + Q1 = l. Отсюда искомая вероятность того, что будет повреждено хотя бы одно изделие, равна 
Р1 = 1 – Q1 = 1 – P500(0) = 1 – e-1 = 1 - 0,368 = 0,632.

            Если X— случайная величина, — постоянная, тогда произведение — это новая случайная величина, которая принимает значения, равные произведению значений  на постоянную величину k, с теми же вероятностями, что и случайная величина X. Закон распределения случайной величины  имеет вид:
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            Квадрат случайной величины X есть новая случайная величина — , которая принимает значения, равные квадратам , с теми же вероятностями, что и случайная величина X. Закон распределения случайной величины Х2  , имеет вид:
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            Пусть имеются две случайные величины  принимает значения  с вероятностями  а случайная величина — значения  с вероятностями .   Сумма случайных величин  — это новая случайная величина, которая принимает все значения вида  с вероятностями , выражающими вероятность того, что случайная величина X примет значение  a —значение   то есть
                                    (5)
Если случайные величины X и У независимы, то:
                                      (6)
Закон распределения случайной величины  имеет вид:
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	…
	



            Разность случайных величин — это новая случайная величина, которая принимает все значения вида  а произведение — все значения вида  с вероятностями, определяемыми по формуле (2), если случайные величины  зависимы, и по формуле (3), если они независимы.
            Выполняя указанные математические операции над случайными величинами, можно строить другие случайные величины и задавать их соответствующим рядом распределения.

Числовые характеристики дискретной случайной величины
            Закон распределения дискретной случайной величины полностью ее характеризует. Однако часто закон распределения неизвестен, и приходится ограничиваться меньшими сведениями. Иногда даже выгоднее пользоваться числами, которые описывают случайную величину суммарно; такие числа называют числовыми характеристиками случайной величины. К числу важных числовых характеристик относятся математическое ожидание, дисперсия и среднее квадратическое отклонение.
             Математическим ожиданием дискретной случайной величины называют сумму произведений всех ее возможных значений на их вероятности. Оно определяет среднее ожидаемое значение дискретной случайной величины.
             Если дискретная случайная величина X задана рядом распределения и принимает значения с соответствующими вероятностями , то математическое ожидание вычисляется по формуле:
                                 .                                                      (7)
            Математическое ожидание дискретной случайной величины обладает свойствами, которые вытекают из его определения.
            1. Математическое ожидание постоянной величины С есть постоянная величина
                                                                            (8)
            2. Математическое ожидание дискретной случайной величины X, умноженной на постоянную величину С, равно произведению математического ожидания М(Х) на С. То есть постоянный множитель можно выносить за знак суммирования

                                                                                    (9)
            3. Математическое ожидание суммы дискретных случайных величин X и У равно сумме их математических ожиданий.

                                                                        (10)
            4. Математическое ожидание произведения независимых дискретных случайных величин X и Y равно произведению их математических ожиданий
       независимы                               (11)
               Иногда математическое ожидание плохо характеризует случайную величину. Это происходит в тех случаях, когда значения случайной величины значительно отклоняются от среднего ожидаемого. Для того чтобы оценить, как рассеяны возможные значения случайной величины вокруг ее математического ожидания, пользуются числовой характеристикой, которую называют дисперсией.
           Дисперсией дискретной случайной величины называют математическое ожидание квадрата отклонения случайной величины от ее математического ожидания:
                                                                  (12)        
       Для вычисления дисперсии иногда бывает удобно пользоваться следующей формулой:
                   (13)

         Пример.  Найти математическое ожидание M(X) случайной величины X, зная закон её   распределения:
	Х
	-1
	0
	1
	2
	3

	р
	0,2
	0,1
	0,25
	0,15
	0,3



Решение:    
        Пример. Куплено 100 лотерейных билетов, причем на каждый из 10 билетов выпал выигрыш в 50 руб., 5 билетов –100 руб.  2 билета –300руб. Найти средний выигрыш, выпавший на один билет. 






Решение: введём случайную величину Х- размер выигрыша. Тогда эта случайная величина принимает следующие значения  , , , ,   а вероятность того, что  и значит  Значит случайная величина Х имеет закон распределения:
	

	0
	50
	100
	300

	

	0,83
	0,1
	0,05
	0,02



Тогда средний выигрыш выпавший на один билет есть М (Х), поэтому 


           
        Пример .  Случайная дискретная величина распределена по закону 
	

	-1
	0
	1
	2

	

	0,2
	0,1
	0,3
	0,4



Найти: .



Решение: сначала находим , а затем .      По формуле (10) имеем   .
        Пример.   Сравнить дисперсии случайных величин Х и Y, заданных законами распределения 

	

	-1
	1
	2
	3
	
	

	-1
	1
	2
	3

	

	0,48
	0,01
	0,09
	0,42
	
	

	0,19
	0,51
	0,25
	0,05



Решение:     

    

             Полученные результаты показывают, что несмотря на то, что значения и математические ожидания случайных величин Х и Y одинаковы, их дисперсии различны, причем . Это означает, что случайная величина Y с большей вероятностью принимает значения, близкие к математическому ожиданию, чем случайная величина X.


Задания для практического занятия:

           1. Дискретная случайная величина Х распределена по закону:
	Х
	3
	4
	5
	6
	7

	р
	р1
	0,15
	р3
	0,25
	0,35


Найти вероятности р1=р(Х=3) и р3=р(Х=5), если известно, что р3 в 4 раза больше р1.
           2. Дан закон распределения случайной величины Х. Найти: а и соответствующий закон распределения.
	

	1
	2
	3
	4
	5

	

	
 
	0,5а²
	0,5а
	0,2а
	0,3а






           3.Выпущено 500 лотерейных билетов, причём 40 билетов принесут их владельцам выигрыш по 100 рублей, 10 билетов  - по 500 рублей, 5 билетов -  по 1000 рублей, остальные билеты  - безвыигрышные. Найти 1) закон распределения выигрыша для владельца одного билета; 2) найти средний выигрыш, выпавший на один  билет
          4. Составить закон распределения числа попаданий в цель при трёх выстрелах, если вероятность попадания при одном выстреле равна 0,85
          5. В партии из 12 деталей имеется 8 стандартных. Наудачу извлекается 4 детали. Составить закон   распределения  ДСВ Х – числа нестандартных деталей среди отобранных.
          6. Устройство состоит из 1000 элементов, работающих независимо друг от друга Вероятность отказа любого элемента в течение времени Т равна 0,002. Найти вероятность того, что время Т откажет: а)  ровно 3 элемента; б) более 4-х элементов. 
          
        7. Случайная величина Х имеет следующий закон распределения. 

Найдите    
	Х
	1
	2
	3
	4

	Р
	0,1
	0,3
	0,2
	0,4


         8. Число вызовов, поступающих в пожарные части двух районов в 
течение недели, имеют соответственно законы распределения: 

	
   
	     0
	     1
	   2

	
     
	    0,8
	  0,15
	 0,05


	
    
	    0
	    1
	   2

	
    
	  0,82
	   0,1
	 0,08



Сколько пожаров примерно можно ожидать в каждом из этих районов за год?

9. Число очков, выбиваемых при одном выстреле каждым из  стрелков, имеет, соответственно, закон распределения.   Какой из стрелков лучше стреляет?

	
   
	     8
	  9
	   10

	
    
	    0,4
	   0,1
	  0,5


	
    
	    8
	    9
	   10

	
    
	  0,1
	   0,6
	   0,3


Контрольные вопросы

          1. Что называется   случайной величиной? Какая случайная величина называется дискретной?
          2.  Как составить закон распределения  случайной величины?
          3. Для каких дискретных случайных величин вероятности появления событий можно вычислять по формуле Бернулли?
          4. Вероятности каких событий определяются по формуле Бернулли? Приведите примеры.
          5. Как определить, что из  испытаний событие наступит менее (не менее) чем  раз?
          6. Какая функция называется кривой вероятностей? Выделите основные свойства кривой вероятностей.
          7. Сформулируйте локальную теорему Муавра-Лапласа в схеме Бернулли.
          8. Когда формула Муавра- Лапласа дает хорошее приближение для определения вероятности ?
          9. Какое распределение дискретной случайной величины называется распределением Пуассона?
         10. Для каких дискретных случайных величин вероятности появления событий можно вычислять по формуле Пуассона?
         11. Какое распределение дискретной случайной величины называется гипергеометрическим распределением?
         12. Для каких дискретных случайных величин вероятности появления событий можно вычислять как гипергеометрические?
            13. Какие числовые характеристики ДСВ Вы знаете?
            14.  Как вычислить математическое ожидание дискретной случайной величины? Что оно характеризует? 
            15. Что такое дисперсия дискретной случайной величины? Что она характеризует?  
Какие свойства дисперсии  вы знаете?























  
Задания для контрольной работы и требования, 
предъявляемые к оформлению контрольной работы

В соответствии с учебными планами студенты специальности 09.02.01 «Компьютерные системы и комплексы», должны выполнить контрольную работу по одному из 4 вариантов. 
Выполнение контрольного задания по дисциплине  «Теория вероятностей и матеи и  матическая статистика» позволит проверить степень усвоения изученного материала, умение применить свои знания на практике при решении задач. 
             Перед выполнением контрольной работы студенту необходимо изучить рекомендованную литературу.
             При выполнении контрольного задания следует руководствоваться методическими указаниями, где приведены примеры задач.

Требования к оформлению контрольной работы

             Контрольная работа должна быть аккуратно оформлена и выполнена в распечатанном виде, на листе формата А4 или в ученической тетради в клетку темными чернилами (синими, черными, фиолетовыми) через строчку. Все дополнительные страницы должны быть в тетради приклеены или вшиты. 

1. Контрольная работа начинается с титульного листа с указанием дисциплины и фамилией студента (образец 1)
2. Текст печатается шрифтом п. 12, Times New Roman, 1 интервал. 
3. Поля страниц: верхнее - 1,5 см., нижнее - 2,0 см., левое – 3,0 см., правое – 1,0 см. Отступ абзаца 1,25 см.
4. Страницы следует нумеровать арабскими цифрами, соблюдая сквозную нумерацию по всему тексту работы, не включая приложения. Номера страниц проставляют в середине нижнего поля. Титульный лист включается  в общую нумерацию  страниц, но номер страницы на них не  проставляется. Таким образом, как правило, нумерация  начинается с 2-ой страницы (раздел «Содержание»). 
5. Подчёркивание, курсив, жирный шрифт в тексте не допускается. ЖИРНЫЙ ШРИФТ ДОПУСКАЕТСЯ ТОЛЬКО В НАЗВАНИЯХ ГЛАВ И ПАРАГРАФОВ! Заголовки  глав, содержание, заключение,  список использованной литературы  следует располагать  в середине строки без  точки в конце и печатать ЗАГЛАВНЫМИ буквами.
Все страницы, формулы и таблицы нумеруются. Нумерация – сквозная (т.е. номер – один, два и т.д.).
            Работа должна быть выполнена в той же последовательности, в какой приведены вопросы домашнего задания.
           Следует полностью записывать формулировку вопроса согласно заданию, затем давать ответ.
Сокращение наименований и таблицы в задачах должны выполняться с учетом требований  ЕСКД. При переносе таблиц следует повторить заголовок таблицы, указывая над ней «Продолжение таблицы» и ее номер. Единицы измерения указывать только в результирующих значениях.
В контрольной работе должны быть приведены условия задач, исходные данные и решения. Решение должно сопровождаться четкой постановкой вопроса (например, «Определяю …»); указываться используемые в расчетах формулы с пояснением буквенных обозначений; выполненные расчеты и полученные результаты должны быть пояснены.
             Вычисление абсолютных величин следует производить с точностью до первого десятичного знака (0,1), в процентах – до первого десятичного знака (0,1%); относительных величинах – до второго десятичного знака (0,01).
             В конце работы приводится список использованной литературы.
             Титульный лист работы должен быть оформлен в соответствии с утвержденной формой, подписан, с указанием даты сдачи работы.  

Образец  1 оформления титульного листа

Уфимский государственный колледж радиоэлектроники
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Контрольная работа по дисциплине «Теория вероятностей»
(заочное отделение, специальность  КСК)

ВАРИАНТ 1

      1.  Сколько можно изготовить различных трёхцветных флажков, если использовать следующие цвета: белый, синий, красный, жёлтый, чёрный, зелёный?

      2.  В корзине находятся 3 яблока, 8 персиков и 5 апельсинов. Найти
вероятность того, что выпавший случайно фрукт будет персиком;

      3.  В ящике имеется 15 деталей, среди которых имеется 10 окрашенных. Сборщик наудачу извлекает 3 детали. Какова вероятность того, что извлеченные детали будут окрашенные;
  
      4. В цехе работает шесть мужчин и четыре женщины. По табельным номерам наудачу отобраны семь человек. Найти вероятность того, что среди отобранных лиц будут три женщины;

5. На учениях батарея из 4-х противотанковых орудий  производит «залп» по танку. Какова вероятность  того, что 3 снаряда попадут в цель, если вероятность опадания при каждом выстреле любого орудия равна 0,8;

      6. Дискретная случайная величина Х распределена по закону:
	Х
	3
	4
	5
	6
	7

	р
	р1
	0,15
	р3
	0,25
	0,35


Найти вероятности р1=р(Х=3) и р3=р(Х=5), если известно, что р3 в 4 раза больше р1.
       7. Выпущено 500 лотерейных билетов, причём 40 билетов принесут их владельцам выигрыш по 100 рублей, 10 билетов  - по 500 рублей, 5 билетов -  по 1000 рублей, остальные билеты  - безвыигрышные. Составить  закон распределения выигрыша для владельца одного билета и найти средний выигрыш, выпавший на один  билет.








Контрольная работа по дисциплине «Теория вероятностей»
(заочное отделение, специальность  КСК)

ВАРИАНТ 2

       1. Сколькими способами можно увезти со склада 10 ящиков на двух машинах, если на каждую из машин грузят по 5 ящиков?

      2.   В руке у клоуна находятся 2 зеленых , 6 красных и 7 желтых 
шаров. Во время циркового номера случайно лопается один из них. Найти 
вероятность того, что лопнул зеленый шар.

      3. В коробке находится 15 конфет «Мишка на Севере»  и 12 батончиков. Наудачу вынимаются 4 конфеты. Найти вероятность  того, что это будут батончики;

     4. На складе имеется 15 кинескопов, причем  10 из них изготовлены Львовским заводом.  Найти вероятность, что среди  5  взятых наудачу  кинескопов окажется   3 кинескопа Львовского завода;

      5. Вероятность попадания стрелком в цель при одном выстреле составляет 0,6. Найти   вероятность 6-ти попаданий при 10-ти выстрелах;

     6.  Дискретная случайная величина Х распределена по закону:
	Х
	1
	2
	3
	4
	5

	р
	0,1
	р2
	0,2
	0,3
	р5


Найти вероятности р2=р(Х=2) и р5=р(Х=5), если известно, что р2 в 3 раза больше р5.

 7. Выпущено 400 лотерейных билетов, причём 25 билетов принесут их владельцам выигрыш 200 рублей, 20 билетов 500 рублей, 15 билетов по 1000 рублей, остальные билеты безвыигрышные. Составить закон распределения выигрыша для владельца одного билета билета и найти средний выигрыш, выпавший на один  билет.







Контрольная работа по дисциплине «Теория вероятностей»
(заочное отделение, специальность  КСК)

ВАРИАНТ 3
 
       1.  Группа из 28 студентов обменялась фотокарточками. Сколько фотокарточек было роздано?

       2.  В ящике находятся 2 белых ,3 черных и 6 красных  шаров. Найти 
вероятность того, что наугад вынутый шар будет черным;

 3. В вазе находится 11 красных и 10белых гвоздик. Из вазы случайным 
образом выбрали 5 гвоздик. Найти вероятность того, что все гвоздики красные;

      4. В группе 12 студентов, среди которых 8 отличников. Для участия в олимпиаде наудачу составлен список из 9-ти студентов. Найти вероятность того, что  среди отобранных студентов 5 отличников;

      5. В семье 5 детей. Найти вероятность того, что среди этих детей  два      мальчика, если вероятность рождения мальчиков считать равной 0,51.

      6.  Дискретная случайная величина Х распределена по закону:
	Х
	-1
	0
	1
	2
	3

	р
	0,2
	р2
	р3
	0,4
	0,1



Найти вероятности р2=р(Х=0) и р3=р(Х=1), если известно, что р2 меньше р3 на 0,06.

       7. Выпущено 500 лотерейных билетов, причём 20 из них принесут их владельцам выигрыш 100 рублей, 15 билетов 500 рублей, 10 билетов по 1000 рублей.   Составить закон распределения выигрыша для владельца одного билета и найти средний выигрыш, выпавший на один  билет.







Контрольная работа по дисциплине «Теория вероятностей»
(заочное отделение, специальность  КСК)

ВАРИАНТ 4
 
    1 .Сколькими способами в бригаде, состоящей из 25 человек, можно 
распределить    3 путёвки: в дом отдыха, в санаторий и на турбазу?

     2. В стопке игральных карт  находятся 5 карт  крестовой масти , 2 карты червовой масти  и 3 карты масти пик. Найти вероятность того, что наугад вынутыя карта будет черной масти;

     3. В коробке 25 деталей, из которых 3 бракованных. Найти вероятность того, что  8 извлеченных наугад деталей будут без брака;

     4. На книжной полке произвольным образом расположено 14 книг, среди которых 9 из серии «Детектив». Найти вероятность того, что среди 8 взятых наугад книг будет 3детектива;

     5. Монету бросают 7 раз. Найти вероятность того, что монета выпадет 
«гербом» вверх пять   раз;

    6.  Дискретная случайная величина Х распределена по закону:	
	Х
	3
	6
	9
	12
	15

	р
	0,1
	0,4
	0,3
	р4
	р5


Найти р4 и р5, если р5=р(Х=15) больше р4=р(Х=12) в 4 раза.

   7. Куплено 700 лотерейных билетов, причем на каждый из 70 билетов выпал выигрыш в 50 рублей , 50 билетов-100руб.;  10 билетов-500руб, 5 билетов – 700 руб. Составить закон распределения выигрыша для владельца одного билета и найти средний выигрыш, выпавший на один  билет.
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